rTREFEX: Reweighting norms for detecting changes in the response of MOX gas sensors
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Abstract - The detection of changes in the response of metal oxide (MOX) gas sensors deployed in an open sampling system is a hard problem. It is relevant for applications such as gas leak detection in mines or large-scale pollution monitoring where it is impractical to continuously store or transfer sensor readings and reliable calibration is hard to achieve. Under these circumstances, it is desirable to detect points in the signal where a change indicates a significant event, e.g. the presence of gas or a sudden change of concentration. The key idea behind the proposed change detection approach is that a change in the emission modality of a gas source appears locally as an exponential function in the response of MOX sensors due to their long response and recovery times. The algorithm proposed in this paper, rTREFEX, is an extension of the previously proposed TREFEX algorithm. rTREFEX interprets the sensor response by fitting piecewise exponential functions with different time constants for the response and recovery phase. The number of exponentials, which has to be kept as low as possible, is determined automatically using an iterative approach that solves a sequence of convex optimization problems based on $l_1$-norm. The algorithm is evaluated with an experimental setup where a gas source changes in intensity, compound, and mixture ratio, and the gas source is delivered to the sensors exploiting natural advection and turbulence mechanisms. rTREFEX is compared against the previously proposed TREFEX, which already proved superior to other algorithms.
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1 Introduction
Detecting changes in the response of gas sensors directly exposed to the environment in an Open Sampling System (OSS) is beneficial for many applications like environmental monitoring [1], odour impact assessment [2], and gas leak detection in mines [3], [4]. Change points can be due to changes of the concentration of the analyte to which the sensors are exposed, changes of the compound to which the sensors are exposed, or changes in the mixture ratio of two or more compounds. Once identified, change points can then be used to reduce the amount of transferred data in wireless sensor network (transfer only the significant parts of the signal), and to ease the tasks of algorithms for gas discrimination [5] and quantification (segmenting the sensor signal into homogeneous parts). In OSS applications, detecting changes in the response of the gas sensor, which entails a change in the compound, gas concentration or mixture of compounds to which the sensor are exposed, is complicated by a variety of reasons. First, sensor calibration for OSS is very hard and the raw sensor response is loosely correlated to the absolute gas concentration level. Moreover, due to gas dispersal being dominated by turbulence, the sensor response is almost never stable, but continuously fluctuates. Therefore, it is infeasible to detect changes just setting a threshold on the sensor response.

Several methods have been proposed for solving the change detection problem in generic time series, which are inspired on a variety of disciplines. The simplest methods are threshold-based algorithms, which are often applied to quality control applications [6]. Statistical approaches, among which the Generalized Likelihood Ratio (GLR) test [7], Marginalized Likelihood Ratio (MLR) [8], CUmulative SUM (CUSUM) algorithm [7], are commonly used. More recently, the machine learning community adapted kernel methods like SVMs to be able to deal with the change point detection problem [9], [10]. Another category, to which the algorithm presented in this paper belongs, is methods based on trend detection, where change points are declared when the trend of the signal changes. Methods for discovering piecewise constant [11] and piecewise linear [12], [13] trends have been proposed.

rTREFEX, the algorithm presented in this paper, is an improvement on the previously proposed TREFEX algorithm [14]. The TREFEX algorithm starts from the observation that a sudden change in the exposition of the sensors appears as an exponential function in the response of MOX sensors due to their long response and recovery times. Therefore, the change point detection problem can be seen as the problem of fitting the minimum number of exponential functions to the sensor response and considering the kinks between exponentials as change points. However, this problem, since it requires to find the minimum number of exponential, is a cardinality problem, which is well known to be NP-hard. In order to obviate this, TREFEX approximates the $l_0$-norm involved in cardinality problems with an $l_1$-norm, that makes the problem convex and therefore tractable from the computational viewpoint. In order to limit the number of false alarms, TREFEX refines the solution doing a post-processing step, which depends on two parameters that have to be arbitrarily set. Here we propose to use a closer approximation to the $l_0$-norm than the $l_1$-norm, in order to improve the quality of the solution [15]. Since the proposed penalty function would make the problem non-convex, we solve the problem by iteratively solving a sequence of convex problems. The algorithm is evaluated with a set of experiments where a gas source is changing in intensity, emitted compound or mixture ratio between two compounds. This algorithm is compared with the original TREFEX algorithm which have already been demonstrated to outperform GLR in [14].

2 Algorithm
The problem of fitting a signal with the minimum number of exponential functions can be cast as a cardinality problem, i.e. a problem involving $l_0$-norm. It is well known that cardinality problems are NP-hard [16], and therefore computationally intractable. A common approach to deal with this kind of problems is to use proxies of the $l_0$-norm in order to make the problem tractable. The most commonly used relaxation of the $l_0$-norm is the $l_1$-norm, that results in convex relaxations of the original cardinality problem [12]. An $l_1$-norm based
algorithm (TREFEX) for piecewise exponential trend filtering to detect change points in the response of a MOX sensor (or an array of them) has been presented in [14]. The problem has been formulated as follows:

\[
\begin{align*}
\text{minimize} & \quad \|x - y\|^2 + \lambda \| (I + \tau_s D) d_s \|_1 + \lambda \| (I + \tau_r D)(Dx - d_s) \|_1 \\
\text{subject to} & \quad d_s \geq Dx \\
& \quad d_s \geq 0
\end{align*}
\]

(1)

where \(y\) is the sensor response, \(x\) is the underlying trend to be estimated, \(D\) is the matrix operator that calculates first order differences. \(\lambda \geq 0\) is a regularization parameter used to control the trade-off between the magnitude of the residuals \(\|x - y\|^2\) and the smoothness of the signal encoded by \(\|(I + \tau_s D) d_s\|_1 + \|(I + \tau_r D)(Dx - d_s)\|_1\). The parameters \(\tau_s\) and \(\tau_r\) are the time constants of the response and recovery phases of the signal. The variable \(d_s\), and the corresponding inequality constraints, are introduced to model the derivative of the trend differently for the response and recovery phase. The kinks between subsequent exponentials, i.e. the points where the \(l_1\)-norm regularizer is different from zero, are interpreted as change point candidates. Along the lines of [15], we propose in this paper an enhancement to the TREFEX algorithm, where we use a penalty function that approximates better the \(l_0\)-norm than the \(l_1\)-norm. This is beneficial for sharply identifying the change points. Figure 1 presents the penalty functions associated with the \(l_0\)-norm \((f_0 = |t| \neq 0)\), \(l_1\)-norm \((f_1 = |t|)\), and the penalty function that will be used in the extension proposed here \((f_{\log, k} = \log(1 + |t|/|k|)).\) The penalty function \(f_0\) penalizes equally all the values \(t \neq 0\), while the function \(f_1\) applies a penalty which is proportional to the magnitude of \(t\), which is undesirable when solving cardinality problems. To alleviate this problem we propose here to use the \(f_{\log, k}\) as a better proxy of the \(l_0\)-norm than the \(l_1\)-norm. The \(f_{\log, k}\) function penalizes sharply already small values of \(t\), while the penalty for large values is less than for \(l_1\)-norm. However, the \(f_{\log, k}\) penalty is not convex and therefore the resulting optimization problem is non-convex. In general, the solution of non-convex problems is difficult and computationally demanding. This problem can be addressed, as proposed in [15], by solving a (small) number of convex optimization problems. This method belongs to the family of Majorization-Minimization (MM) [17] algorithms, where the minimization of a generic function is performed by iteratively minimizing a convex majorizer function. In order to achieve this, the TREFEX algorithm (Eq. (1)) is modified in the following way:

\[
\begin{align*}
\text{minimize} & \quad \|x - y\|^2 + \lambda W (I + \tau_s D) d_s \|_1 + \lambda W (I + \tau_r D)(Dx - d_s) \|_1 \\
\text{subject to} & \quad d_s \geq Dx \\
& \quad d_s \geq 0
\end{align*}
\]

(2)

where \(W\) is a diagonal matrix that contains weights that are initially set to 1 and then updated at each iteration as follows:

\[
W^{(i+1)}_{ij} = \frac{1}{|k| + \epsilon} \quad i = 1, \ldots, n
\]

(3)

where \(k\) is the kink vector obtained for solution of the problem in the previous iteration:

\[
k = \|W^{(i)}(I + \tau_s D) d_s\|_1 + \|W^{(i)}(I + \tau_r D)(Dx - d_s)\|_1
\]

(4)

and \(\epsilon\) is a small value used to modulate the shape of the \(f_{\log, k}\) penalty. According to an heuristic presented in [15] we set \(\epsilon = \max(0.1 \times \sigma_{k>10^{-5}}, 10^{-5})\). At each iteration, after the update, the weight matrix \(W^{(i)}\) is normalized so that the weights sum up to the number of samples to avoid changing the magnitude of the regularization term.

This weight update strategy corresponds to perform a first order Taylor expansion of \(f_{\log, k}\) at the solution of the previous iteration. From a practical perspective, Eq. (3), updates the weights such that entries in the kink vectors which are close to zero receive a higher weight and large entries in the kink vector receive a smaller weight. Hence, the importance of the magnitude of the entries in the kink vector \(k\) decreases with the iterations, and the result using the reweighted \(l_1\)-norm will be more similar to the \(l_0\)-norm than the \(l_1\)-norm.
3 Results
The proposed change point detection algorithm is evaluated on 54 indoor experiments where a gas source was placed 0.5 m upwind an array of 11 commercial MOX gas sensors. In these experiments, the gas source emits ethanol and/or 2-propanol. Given the distance of the gas source from the sensor, the gas is transported to the sensor by natural dispersion mechanisms, dominated by turbulence and advection. The experiments include different characteristic gas emission profiles with changes in concentration, compound and mixture. More details on the experimental setup can be found in [14]. As already mentioned, the kinks between subsequent exponentials are the alarms, and the real position of the change points can be inferred from the control signal of the gas source. This enables the calculation of precision, recall and F-measure for evaluating the proposed change detection algorithm. Precision is a ratio of the number of true alarms to the number of change points. Recall is a ratio of the number of true alarms to the number of alarms. F-measure is the harmonic mean of precision and recall, and it is a commonly used measure for combining precision and recall. For different values of the regularization parameter $\lambda$, the maximum F-measure indicates a good trade-off point between precision and recall. An additional evaluation criterion we used is based on how close (in time) the true alarms are to the change points.

Figure 2 shows an example experiment where the sensors were exposed to changes in compound (ethanol to 2-propanol and vice versa) with the trend estimated by rTREFEX after several iterations. The trend estimated after the first iteration corresponds to the trend estimated by the TREFEX algorithm. It is possible to observe that the trend obtained using the reweighted $l_1$-norm estimates more accurately the kink points among the exponential trends, since it tends to favour sharper changes rather than multiple small changes. This reflects into a much higher precision, with a comparable recall.

3.1 Selection of the regularization parameter
The estimated trend clearly depends on the choice of the regularization parameter $\lambda$. In [14] an unsupervised strategy for $\lambda$ selection (that does not rely on the knowledge of the true change points) has been proposed. We found that the $\lambda$ selected with that strategy is a good value also in case of reweighted $l_1$-norm. This means that the regularization parameter can be selected just performing one iteration (no reweighting) and then the subsequent iterations will be performed only for the selected $\lambda$, yielding to a significant save in computational resources.

3.2 The number of iterations
Figure 3 shows the precision-recall curves (average over all the experiment) for sensor Mics5135 attained by the proposed algorithm after each iteration. It is clear that most of the improvement is obtained during the first 3-4 iterations, while after that the performance stabilizes. This fast convergence is most probably due to the fact that already the result of the first iteration ($l_1$-norm regularized problem) is a good starting point for searching the solution of the $f_{\log\alpha}$ penalized problem.

Table 1 presents the maximum F-measure for all the sensors in the array w.r.t. the iteration number, and confirms the fact that after 3-4 iteration the performance of the algorithm does not improve significantly.

3.3 Overall performance
The overall performance of the proposed algorithm has been compared with the TREFEX algorithm [14], of which the proposed method can be considered a refinement. Table 2 shows the maximum F-measure for all sensors attained by both algorithms, showing a clear advantage for the reweighted $l_1$-norm minimization. It is worth noting that the ranking of the sensors according to the maximum F-measure is roughly the same. The time difference (in seconds) between the true alarms and the change points does not show any significant difference. It is also worth noting that rTREFEX does not need the post-processing step that was needed in TREFEX to reduce the number of false alarms. The TREFEX post-processing step has two parameters to be set arbitrarily, and therefore removing it has the beneficial effect of removing two parameters from the algorithm.
4 Conclusions

In this paper we introduced rTREFEX, an improvement to the TREFEX algorithm which is based on reweighted norm minimization. The idea behind the proposed algorithm is to use a non-convex penalty function which closely approximates the $l_0$-norm. The $l_0$-norm is the norm that can perfectly express cardinality problems, but it entails NP-hard optimization problems. The proposed algorithm was demonstrated to outperform the TREFEX algorithm, at the expense of a limited amount of additional computations. Indeed, the TREFEX algorithm has to be run for few iterations (∼10) already for selecting the regularization parameter, and the reweighting just requires to run the minimization 2-3 more times. On the other hand, the introduction of reweighted minimization made redundant a post-processing step (which involves the arbitrary choice of two thresholds) that was needed in TREFEX for limiting the number of false alarms. It is worth noting that, despite the proposed algorithm has been designed explicitly for MOX sensors, it is potentially applicable to any sensor that can be modelled as a first order system. The rTREFEX is a batch algorithm, i.e. it requires a sliding window of input data prior to the algorithm’s execution. However, the algorithm is computationally very efficient. Indeed its runtime for input windows less than 1000 samples is less than 250 ms (which is the sampling time in our experiments) and the algorithm can therefore be run online. Future work will be devoted to applications of change detection, since change detection provides a signal segmentation that can be used to improve estimation of gas concentration or classification of the gases (gas discrimination).
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Figure 1: Penalty functions $f_0, f_1$ and $f_{\log_2}$ corresponding to the $l_0$-norm, $l_1$-norm and reweighted $l_1$-norm.
Figure 2: Comparing the estimated trend after the 1st iteration (TREFEX) to the trend estimated by rTREFEX after the 15th iteration. The regularization parameter is set to $\lambda = 16$. Alarms are marked with circles.
Figure 3: Precision-recall curve for the TREFEX algorithm (iteration 1) and for the rTREFEX at various iterations.
<table>
<thead>
<tr>
<th>Sensor</th>
<th>Iteration Number</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>MiCS2610</td>
<td>0.77</td>
</tr>
<tr>
<td>MiCS2710</td>
<td>0.81</td>
</tr>
<tr>
<td>MiCS5521-1</td>
<td>0.67</td>
</tr>
<tr>
<td>MiCS5121</td>
<td>0.77</td>
</tr>
<tr>
<td>MiCS5135</td>
<td>0.79</td>
</tr>
<tr>
<td>MiCS5521-2</td>
<td>0.68</td>
</tr>
<tr>
<td>TGS2600-1</td>
<td>0.74</td>
</tr>
<tr>
<td>TGS2611</td>
<td>0.75</td>
</tr>
<tr>
<td>TGS2620</td>
<td>0.72</td>
</tr>
<tr>
<td>TGS2600-2</td>
<td>0.75</td>
</tr>
<tr>
<td>TGS2602</td>
<td>0.70</td>
</tr>
<tr>
<td>Sensor</td>
<td>rTREFEX</td>
</tr>
<tr>
<td>-------------</td>
<td>---------</td>
</tr>
<tr>
<td></td>
<td>Max. F.</td>
</tr>
<tr>
<td>MiCS2610</td>
<td>0.94</td>
</tr>
<tr>
<td>MiCS2710</td>
<td>0.96</td>
</tr>
<tr>
<td>MiCS5521-1</td>
<td>0.82</td>
</tr>
<tr>
<td>MiCS5121</td>
<td>0.93</td>
</tr>
<tr>
<td>MiCS5135</td>
<td>0.95</td>
</tr>
<tr>
<td>MiCS5521-2</td>
<td>0.87</td>
</tr>
<tr>
<td>TGS2600-1</td>
<td>0.88</td>
</tr>
<tr>
<td>TGS2611</td>
<td>0.90</td>
</tr>
<tr>
<td>TGS2620</td>
<td>0.86</td>
</tr>
<tr>
<td>TGS2600-2</td>
<td>0.87</td>
</tr>
<tr>
<td>TGS2602</td>
<td>0.82</td>
</tr>
</tbody>
</table>