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1 Introduction

The goal of autonomous mobile robotics is to build physical systems that can move purposefully and without human intervention in unmodified environments — that is, in real-world environments that have not been specifically engineered for the robot. The development of techniques for autonomous navigation constitutes one of the major trends in the current research on robotics. This trend is motivated by the current gap between the available technology and the new application demands. On the one hand, the techniques employed in current industrial robots lack the ability to provide flexibility and autonomy; typically, industrial robots perform pre-programmed sequences of operations in highly constrained environments, and are not able to operate in new environments or to face unexpected situations. On the other hand, there is a clear emerging market for truly autonomous robots. Possible applications include intelligent service robots for offices, hospitals, and factory floors; maintenance robots operating in hazardous or inaccessible areas; domestic robots for cleaning or entertainment; autonomous and semi-autonomous vehicles for help to the disabled and the elderly; and so on.

Despite the recent advances in the field of autonomous robotics, many difficulties have to be solved before we can deploy systems that exhibit truly autonomous navigation behavior. Most of the difficulties originate in the nature of real-world, unstructured environment, and in the large uncertainties that are inherent to these environments. First, prior knowledge about the environment is, in general, incomplete, uncertain, and approximate. For example, maps typically omit some details and temporary features, spatial relations between objects may have changed since the map was built, and the metric information may be imprecise and inaccurate. Second, perceptually acquired information is usually unreliable. The limited range, combined with the effect of environmental features (e.g., occlusion) and of adverse observation conditions (e.g., poor lighting), leads to noisy and imprecise data; and errors in the measurement interpretation process may lead to incorrect beliefs. Third, real-world environments typically have complex and unpredictable dynamics: objects can move, other agents can modify the environment, and relatively stable features may change with time (e.g., seasonal variations). Finally, the effect of control actions is not completely reliable: wheels may slip, and a gripper may lose its grasp on an object.

Traditional work in robotics has tried to overcome these difficulties by carefully designing the robot mechanics and sensors, or engineering the environment, or both. This approach is systematically adopted in industrial
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robots, but some amount of environment engineering has often been introduced in autonomous mobile robots as well, from the early days of Shakey until today's service robots that follow a white or magnetic strip on the floor. Engineering the robot or the environment, however, increases costs, reduces robot's autonomy, and cannot be applied to all domains. If we want to build easily available robots that inhabit our homes, offices, or factory floors, we should accept the idea that the platform cannot be overly sophisticated, and that the environment should not be modified. The main challenge of today's autonomous robotics is to build robust control programs that reliably perform complex tasks in spite of the environmental uncertainties.

In this introductory chapter, we shall hint at some of the ways in which fuzzy logic can be used, and has been used, to address this challenge. In the next section, we discuss the architectural solutions devised to face the challenge, and introduce a framework that helps us to separate its different sub-problems. In the following sections, we discuss four of these sub-problems which provide the framework for this volume: (i) how to design robust behavior-producing modules; (ii) how to coordinate the activity of several such modules; (iii) how to use data from the sensors; and (iv) how to integrate high-level reasoning and low-level execution. We then conclude the chapter with a few comments on the pros and cons of using fuzzy logic for autonomous robot navigation.

2 The challenge of autonomous navigation

Any approach to control a dynamic system needs to use some knowledge, or model, of the system to be controlled. In the case of a robot, this system consists of the robot itself plus the environment in which it operates. Unfortunately, while a model of the robot on its own can normally be obtained, the situation is different if we consider a robot embedded in the type of real-world, non-engineered environments which we would like to consider. As noticed above, these environments are characterized by the ubiquitous presence of uncertainty; more annoyingly, the nature of the involved phenomena is such that we are often not able to precisely model or quantify this uncertainty.

Consider, for example, the uncertainty induced by the presence of people. People move around, and they may change the position of objects and furniture; in most cases, however, we cannot hope to write, say, a meaningful probability distribution that characterizes these events. The interaction of the robot with the environment causes similar difficulties: the results of the robot's movement and sensing actions are influenced by a number of environmental conditions which are hard to be accounted for. For example, the error in the robot's motion may change as a result of a wet floor; the quality of visual recognition may deteriorate on a Spring day with rapidly changing lighting conditions; and the reliability of distance measured by a sonar sensor...
is influenced by the geometry and the reflectance properties of the objects in the environment.

A common strategy to cope with this large amount of uncertainty is to abandon the idea of completely modeling the environment at the design phase, and endow the robot with the capability of building this model by itself on-line. This strategy leads to the so-called hierarchical architectures, sketched in Figure 1.¹ The robot uses exteroceptive sensors, like a camera or a sonar sensor, to observe the state of the environment; it uses proprioceptive sensors, like a compass or shaft encoders on the wheels, to monitor the state of its own body parts. (Although exteroceptive sensors are physically mounted on the robot, we draw them as a separate entity to emphasize the difference between exteroceptive and proprioceptive information.) By using the exteroceptive sensors, the robot acquires a model of the workspace as it is at the moment when the task must be performed. From this model, a planning program builds a plan that will perform the given task in the given environment. This plan is then passed to a lower-level control program for execution. Typically, execution proceeds “blindly” — the controller may use a model of the robot and monitor the state of the robot’s effectors (propri-

¹ The term “hierarchical” is overloaded and inevitably ambiguous. It is used here to refer to a control hierarchy where the higher-level decides the set-points to be achieved by the lower-level. Some authors prefer the term “functional decomposition” to identify this type of architecture [6].
Fig. 2. Hybrid architecture. The lower layer uses perception to dynamically adapt plan execution to the environmental contingencies. The execution module must simultaneously consider demands coming from the plan and from the environment.

...ception), but it does not try to sense or model the environment anymore. The Modeling and Planning modules thus take care of analyzing the execution environment and generating a control program (plan) for that specific environment, to be executed by the controller. In a sense, the hierarchical approach factors the environment out of the controlled system, making the control problem tractable. This approach has been extensively used in the robotics literature; in most cases, the plan consists of a path leading to the goal, and execution consists in tracking this path.

It is not difficult to see the limitations of the hierarchical approach when dealing with real-world environments. The model acquired by the robot is necessarily incomplete and inexact, due to the uncertainty in perception. Moreover, this model is likely to rapidly become out of date in a dynamic environment, and the plan built from this model will then turn out to be inadequate to the environment actually encountered during execution. The fact that the modeling and planning processes are usually computationally complex and time consuming exacerbates this problem: intuitively, the feedback loop with the environment must pass through all these processes — for this reason, this approach is also known as the “Sense-Model-Plan-Act”, or SMPA approach. The complexity of the processes in the SMPA loop can easily make the response time of the robotic system of the order of seconds, far too much for dynamic environments.
By the end of the eighties technological improvements had caused the cost of mobile platforms and sensors to drop, and mobile robots began to appear in several AI research labs. Research on autonomous navigation was strongly pushed, and a number of new architectures were developed that tried to integrate perception and action more tightly. The general feeling was that planning should make as few assumptions as possible about the environment actually encountered during execution; and that execution should be sensitive to the environment, and adapt to the contingencies encountered. To achieve this, perceptual data had to be included into the executive layer, as shown in Figure 2.

This apparently simple extension has two important consequences. First, it makes robot’s interaction with the environment much tighter, since the environment is now included in a closed-loop with the (usually fast) execution layer. Second, the complexity of the execution layer has to be greatly increased, since this needs now to consider multiple objectives: pursuing the tactical goals coming from the planner, and reacting to the environmental events detected by perception.

Most researchers have chosen to cope with this complexity by a divide and conquer strategy, but they advocate different styles of divisions. Some have stayed within the hierarchical tradition, and have further split the execution layer into a sequencing layer and process layer. In the so-called “3-tier approach,” the sequencing layer generates set-points by considering both tactical goals and perceptual events, and the process layer controls the effectors to achieve these set-points [10]. Others have departed from the hierarchical approach, and have decomposed the execution layer into a set of small independent decision-making units, or behaviors [1,6]. In the so-called “behavior-based approach,” each behavior fully implements a control policy for one specific sub-task, like following a path, avoiding sensed obstacles, or crossing a door. Simple behaviors are then combined in order to produce a complex strategy able to pursue the strategic goals of the agent, while effectively reacting to contingencies. Most current autonomous robots are based on a hybrid architecture like the one sketched in Figure 2 in which the execution layer incorporates elements of both the 3-tier and the behavior-based approach.

Hybrid architectures do not solve the autonomous navigation problem, but they provide a convenient framework in which the different sub-problems can be dealt with and integrated. In the rest of this introductory chapter, we focus on four sub-problems which: (i) play an important role in autonomous navigation; and (ii) are particularly prone to solutions based on fuzzy logic.

3 Fuzzy logic for behavior design

The first problem that we discuss is the need to design simple individual behaviors that guarantee robust operation in the presence of uncertainty. A typical example is the design of an obstacle avoidance behavior that is effec-
tive in face of unforeseen obstacle configurations. Although many solutions have already been reported in the literature, the continuing development of new proposals suggests that this issue has not settled down yet.

Perhaps the most classical type of behavior used in mobile robots is path tracking: the controller is given a path in some internal reference frame, and it generates motor commands in order to follow it as closely as possible. Path tracking may be surprisingly difficult. The kinematics and dynamics of the robot may be complex and non-linear, and the interaction between the vehicle and the terrain may be hard to model in general. These characteristics led several authors to use fuzzy control techniques for path tracking. In this volume, the chapter by Ollero et al. [27] shows two ways to apply fuzzy control techniques to the tracking of arbitrary continuous paths. In the first one, the fuzzy controller directly generates the robot's controls; in the second one, it generates the motion parameters used by a geometric method. Both have been tested on a real robot with good results.

Tracking a precomputed path is an effective way to bring the robot to a target position when two conditions are verified: the assumptions used during the computation of the path are still valid at execution time (e.g., the environment was correctly modeled, and it has not changed afterwards); and the robot is able to reliably establish its position with respect to the path. These conditions are rarely met in real world environments, and many researchers have preferred to equip their robots with sensor-based behaviors. A sensor-based behavior implements a control policy based on external sensing: intuitively, the robot moves with respect to features in the environment, rather than with respect to an internally represented path. Typical examples are moving along a wall, reaching a light source, and avoiding obstacles.

The first reported uses of fuzzy control in mobile robotics belong to this class. For example, in 1985 Sugeno and Nishida developed a fuzzy controller able to drive a model car along a track delimited by two walls [39]. Shortly after, Takeuchi et al. [41] developed a fuzzy controller for obstacle avoidance based on a simple algorithm to obtain information about occupied and free areas in front of the robot from a video camera. Still today, most of the sensor-based behaviors found in mobile robots implement the same two fundamental tasks as above: following environmental features (walls, road edges, white lines on the floor, or other), and avoiding obstacles. In this volume, the chapters by Godjevac and Steele [12] and by Hoffmann [15] show how behaviors of this type can be obtained by a combination of fuzzy logic and machine learning.

More extensively developed autonomous robots have been equipped with rich suites of behaviors, covering all the elementary sub-tasks that they need to perform. For example, the systems described in the chapters by Pin and Watanabe [29], by Goodridge and Kay [13], by Tunstel [42], and by Surmann and Peters [40], include fuzzy behaviors for going to a given position, for orienting towards a target, for docking to an object, for crossing a door, and so
on. The chapter by Murphy [26] illustrates a different type of behavior, called "tactical." A tactical behavior acts as a supervisory controller, observing the recent execution in order to modify some navigation parameters; the authors report on a tactical fuzzy behavior for speed regulation based on the amount of recent turning, and on the density of obstacles.

All the behaviors discussed above can be classified as basic, in that they only care for one single objective, or performance criterion—for example, a path tracking behavior does not account for the possibility of an obstacle blocking the path. To perform autonomous navigation, however, a robot needs the ability to exhibit complex behaviors, that take multiple objectives into account: for example, following a given path while avoiding unforeseen obstacles in real time.

Fuzzy controllers are typically designed to consider one single goal. If we want to consider two (or several) interacting goals, we have two options. We can write one set of complex rules whose antecedents consider both goals simultaneously; or we can write two sets of simpler rules, one specific to each goal, and combine their outputs in some way. For example, if the two goals are tracking a path and avoiding obstacles, the first approach consists in using fuzzy rules of the general form

\[
\begin{align*}
\text{IF } \text{track-condition}_1 \text{ AND } \text{avoid-condition}_1 & \text{ THEN } \text{command}_1 \\
\text{IF } \text{track-condition}_1 \text{ AND } \text{avoid-condition}_2 & \text{ THEN } \text{command}_2 \\
\vdots
\text{IF } \text{track-condition}_m \text{ AND } \text{avoid-condition}_m & \text{ THEN } \text{command}_m
\end{align*}
\]

while the second approach would use fuzzy rules of the general form

\[
\begin{align*}
\text{IF } \text{track-condition}_1 & \text{ THEN } \text{track-command}_1 \\
\vdots
\text{IF } \text{track-condition}_m & \text{ THEN } \text{track-command}_m \\
\text{IF } \text{avoid-condition}_1 & \text{ THEN } \text{avoid-command}_1 \\
\vdots
\text{IF } \text{avoid-condition}_m & \text{ THEN } \text{avoid-command}_m
\end{align*}
\]

The second approach is similar in spirit to the behavior-based approach, where the overall control problem is decomposed into small behaviors, each focusing on only a small portion of the input space. The chapter by Goodridge and Kay [13] in this volume discusses the behavior-based approach from the perspective of reducing complexity. Arguably the most difficult problem with this approach is how to fuse the commands issued by the different rule-sets. We shall come back to this issue shortly.

Whether a complex behavior is better implemented by a monolithic or a partitioned set of rules is a difficult question. The monolithic solution can take better care of the interactions between the goals, and should be preferred
when these interactions are important. Unfortunately, the monolithic solution can easily become intractable, as the number of rules tends to grow exponentially in the size of the input space; in the above example, the monolithic approach needs \( mn \) rules, as opposed to the \( n + m \) rules of the partitioned approach.

Another possibility to reduce the complexity of the input space is to introduce a limited number of intermediate variables, meant to classify the different “perceptual situations” that are relevant to the robot’s behavior. The input from the sensors is fed to a situation classification module that sets the values of these intermediate variables; typical intermediate variables can be “facing obstacle” and “wheels skidding.” These variables are then used by the fuzzy control rules. Figure 3 compares this serial decomposition with the parallel decomposition of a complex behavior.

Early examples of serial decompositions are provided by Maeda et al. [24], who use fuzzy rules to classify the shape of a road from image data; and by Altrock et al. [43], who use fuzzy rules to diagnose situations in which their model car is sliding or skidding. The latter authors note that situation clustering has made a difficult problem (the dynamic stabilization of a model car at high speed) manageable. In this volume, this approach is illustrated in the chapters by Pin and Watanabe [29], who collapse the readings from 24 sonars into three variables “left”, “center” and “right”; by Surmann and Peters [40], who distinguish between 21 different navigation situations; and by Zhang and Knoll [48], who use situation evaluation as a way to modularize controllers.

4 Fuzzy logic for behavior coordination

Since the first appearance of behavior-based approaches in the mid-eighties, authors have noticed the importance of the problem of behavior coordination: how to coordinate the simultaneous activity of several independent behavior-producing units to obtain an overall coherent behavior that achieves the
intended task. Still today, the problem of behavior coordination is generally recognized as being the Achilles’ heel of behavior-based robotics.

As suggested by Fig. 4, we can split the behavior coordination problem into two conceptually different problems: (i) how to decide which behavior(s) should be activated at each moment — and, possibly, how much so; and (ii) how to combine the results from different behaviors into one command to be sent to the robot’s effectors — possibly, taking weights into account. We call these the behavior arbitration and the command fusion problem, respectively.

The arbitration policy determines which behavior(s) should influence the operation of the robot at each moment, and thus ultimately determines the task actually performed by the robot. Early solutions, like the subsumption architecture proposed by Brooks [6], relied on a static arbitration policy, hard-wired into a network of suppression and inhibition links. Most current architectures, however, use dynamic arbitration schemes where the decision of which behavior to activate depends on the current plan and on the environmental contingencies.

Fuzzy logic has been used to implement both static and dynamic arbitration schemes. Typically, the rationale for using a fuzzy arbitration scheme is the ability to encode the partial activation of behaviors, and to perform a smooth transition between behaviors. The first example of a static (fixed-priority) fuzzy arbitration scheme is probably due to Berenji et al. [3], who applied it to the classical cart-pole control problem. In this volume, the chapter by Pın and Watanabe [29] proposes a static arbitration scheme based on the suppression and inhibition mechanisms used in subsumption architectures, but generalized to operate on fuzzy behaviors. Dynamic arbitration schemes can be obtained using fuzzy meta-rules, or context rules, of the form

IF context THEN behavior,

meaning that behavior should be activated with a strength given by the truth value of context, a formula in fuzzy logic. Fuzzy context rules have
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been initially applied by Sugeno et al. [38] to switch between flight modes in a fuzzy-controlled unmanned helicopter. In most current instances, fuzzy context rules are used to arbitrate behaviors which are themselves implemented by fuzzy logic, although this need not be the case (e.g., [11,28]).

Turning now our attention to command fusion, perhaps the most popular approaches are those based on the so-called artificial potential fields [17,21]. These approaches use a vector summation scheme: the output of each behavior is represented by a force vector, and outputs from different behaviors are combined by vector summation. The robot “responds” to the force resulting from the combined vector. In a sense, the individual decisions of different behaviors are fused into a tradeoff, combined decision.

The “fuzzy logic” view of command fusion is due to Ruspini [34], and is grounded in the interpretation of fuzzy logic as a logic of graded preferences. While in potential field approaches each behavior produces an individual decision, represented by a force vector, in the fuzzy logic view each behavior is seen as an agent expressing preferences as to which command to apply. These preferences are represented by a possibility distribution (or a fuzzy set) over the command space. We can then use fuzzy operators to combine the preferences of different behaviors into a collective preference, and finally chose a command from this collective preference. (Performing this choice corresponds to the defuzzification step in fuzzy controllers.) Curiously enough, a similar scheme was also suggested, in a naïve form, by two roboticists who were unaware of fuzzy logic but were frustrated by the pitfalls of the existing arbitration schemes [31]. In this volume, the chapter by Ćirićianin and Mataric [30] relates fuzzy command fusion to multiple objective decision making.

It is important to note that the decision taken from the collective preference can be different from the result of combining the individual decisions. Each individual decision issued by a behavior tells us which is the preferred command according to that behavior, but does not tell anything about the desirability of alternatives. Preferences contain more information, as they give a measure of desirability for each possible command: combining preferences thus uses more information than combining vectors, and can produce a different final decision. Fig. 5 graphically illustrates this point in the case of two behaviors $B_1$ and $B_2$ both controlling the steering angle. $B_2$ has a narrow preference which is mostly included in the preference expressed by $B_1$. The decision taken from the common preference (b) is close to the decision that would be taken by $B_2$ alone, and also satisfies $B_1$. By contrast, combining individual decisions (a) results in an intermediate value (4.0) which does not satisfy $B_2$. What this argument shows is that fuzzy command fusion is fundamentally different from vector summation, i.e., from potential field approaches, and that it may produce decisions that better satisfy all of the contributing behaviors.

Most proponent of fuzzy command fusion have considered the problems that may arise by blindly applying defuzzification to the combined fuzzy
Fig. 5. Two approaches to command fusion: (a) combining individual decisions; (b) combining individual preferences. The final result may be different.

preference set. In particular, when this set is not unimodal defuzzification may result in the selection of an “undesirable” control value, i.e., a value which lays in the gap between two peaks of the combined set, and has low membership in this set. In the case of robot control, this may mean that the robot, having the option of avoiding an obstacle from the right or from the left, decides to go straight. Typically, three types of attitudes toward this problem are found in the literature:

- design a “better” defuzzification operator;
- enforce some consistency criteria on the designer of the fuzzy rule set, so to prevent the generation of inconsistent or ambiguous preferences; and
- report the occurrence of undesirable defuzzified values to the higher-layers, which are responsible for analyzing the problem and breaking the tie.

Examples of each approach can be found in this volume in the chapters by Pirjanian and Matarić [30], by Pin and Watanabe [29], and by Goodridge and Kay [13], respectively.

The mechanism provided by fuzzy logic to realize behavior arbitration and command fusion can be combined by using: (i) fuzzy context rules to express an arbitration policy, and (ii) fuzzy preference combination to perform command fusion. For instance, we can use the following context rules to navigate to a target while reactivity avoiding obstacles on the way:

IF obstacle-close THEN Avoid-Obstacle
IF ¬(obstacle-close) THEN Go-To-Target.
When the obstacle is only partially close, both behaviors are partially activated, and fuzzy command fusion is used to select control values that steer away from the obstacle while keeping the generic goal direction.

This general scheme for behavior coordination was initially suggested by Ruspini [32], and fully developed by Saffiotti et al. [33,36] under the name of context-dependent blending of behaviors, or CDB. CDB is currently used in several autonomous robots. In this volume, the chapters by Goodridge and Kay [13], by Tunstel [42], and by Surmann and Peters [46] describe robotic systems that use some form of CDB. Other examples of system that use CDB-like arbitration schemes can be found in [2,25,28,44,46]. In some cases, CDB has been implemented in a hierarchical fuzzy controller [19]. The hierarchical organization answers the criticism of non-scalability sometimes directed at fuzzy control techniques [4].

5 Fuzzy logic for environment modeling

Autonomous robots need to use perceptual information in order to reduce uncertainty. The issue of artificial perception is amazingly vast, and we only consider here one specific instance which is particularly relevant to the problem of autonomous robot navigation, and for which solutions based on fuzzy logic have been proposed: the use of sensor data and prior knowledge to build and maintain a global model of the environment, or map.

Environment information can be represented at several levels of abstraction, ranging from a purely qualitative representation of major objects (e.g., rooms in a building) and of their topological connections, all the way down to a fully detailed geometrical representation of the environment. A common belief in the robotics field is that robots need to represent and reason about information at different levels of abstraction [20]. There are several reasons for this. First is epistemic adequacy: different tasks call for different types of representation. For example, global navigation strategies are more easily planned using a topological map, on which we can decide the sequence of rooms and corridors to be traversed; but fine motion control needs geometric information to precisely control navigation among features and obstacles. Second is computational adequacy: geometric information is difficult to collect and expensive to handle, and we cannot pay the price to maintain a detailed geometric representation of the entire environment where the robot can operate. Finally, there is ontological adequacy: fine grained information is difficult to obtain a priori and is likely to change with time; coarse maps are easier to obtain and more prone to remain valid over time.

Another important aspect of a map representation is the way in which it can account for the uncertainty in its properties. Most of the approaches in the robotic domain are based on a probabilistic representation of uncertainty. A probability-based representation is adequate when two conditions hold: (i) the underlying uncertainty can be given a probabilistic interpretation; and
(ii) the data required by probabilistic techniques is available. Both conditions
may be violated in the case of autonomous robots, and techniques based on
fuzzy set theory may then offer a valuable alternative.

Fuzzy subsets of the given space can be used to represent the approximate
location of an object, under a possibilistic reading [47]. If $B$ is a fuzzy set
representing the approximate location of object $b$ in one dimension, then
we read the value of $B(x) \in [0,1]$ as the degree of possibility that object
$b$ be actually located at $x$. This representation allows us to model different
aspects of locational uncertainty. Figure 6 shows six approximate locations:
(a) is a crisp (certain) location; in (b), we know that the object is located at
approximately 5 (this is commonly referred to as “vagueness”); in (c), it can
possibly be located anywhere between 5 and 10 (“imprecision”); in (d), it
can be either at 5 or at 10 (“ambiguity”); (e) shows a case of “unreliability”;
we are told that the object is at 5, but the source may be lying, and there
is a small “bias” of possibility that it can be located just anywhere. (As an
extreme case, we represent total ignorance by the “vacuous” location $P(x) = 1$
for all $x$: any location is perfectly possible.) Finally, (f) combines vagueness,
ambiguity and unreliability. The information provided by a measurement
device can present any of the above aspects, alone or in combination. It is
important to emphasize that a degree of possibility is not a probability value:
in particular, there is no necessary relation between the observed frequency
of a location and its possibility, and degrees of possibility of disjoint locations
need not add up to one.

The chapters in the third part of this volume present three approaches to
map building based on fuzzy sets. The chapter by Fabrizi et al. [8] proposes
a variant of Moravec and Elfes’ occupancy grids in which each cell $c$ is
associated with a possibility distribution $\pi_c$ over the set {occupied, free} (or,
equivalently, the sets of free and occupied cells are fuzzy sets). The authors
give several reasons that justify the use of fuzzy sets to represent occupancy information.

The chapters by López-Sánchez et al. [23] and the one by Gasós [9] use similar feature based representations in which the contours of objects are represented by fuzzy segments, i.e., segments whose width and length are trapezoidal fuzzy sets. The former chapter focuses on cooperative exploration by a team of homogeneous robots, while the latter focuses on the integration of linguistic descriptions with a sonar-based map.

Gasós' contribution also brings about another fundamental issue in environment modeling: in order to make effective use of a map, the robot must be able to estimate its own position with respect to this map. This is usually referred to as the self-localization problem. Most existing approaches to self-localization are based on a probabilistic representation of spatial uncertainty. These approaches can be very effective, provided that the required data is available, that is, that: (a) we have an accurate dynamic model of the robot, (b) we have an accurate stochastic model of the sensors, and (c) these systems do not change in unpredictable ways with time.

These conditions are pretty demanding, and they may easily be violated in the case of autonomous robots. When this happens, fuzzy logic may offer valuable alternatives which require less demanding assumptions: for example, fuzzy-based localization methods only need qualitative models of the system and of the sensors. Gasós' technique performs self-localization by comparing the partial fuzzy map built by the robot during navigation with a pre-existing global map, usually built in a preceding exploration phase. The algorithm has shown good performance even in situations of high uncertainty, when so-called global localization must be performed.

6 Fuzzy logic for layer integration

The last issue that we discuss is the problem of how to link, or integrate, the different levels of representation and reasoning that must be present in an autonomous agent. The study of the link between abstract cognition and physical activity has been attracting attention from philosophers and scientists for centuries. In robotics, the integration problem mainly consists in connecting the low-level and high-level layers in the hybrid architecture sketched in Figure 2 — more precisely, it consists in maintaining the right correspondence between the execution of behaviors at the lower level, and the achievement of the goals considered by the higher level.

As noted by Hanks and Firby [14], an essential aspect of the integration problem is the definition of a shared plan representation, that is, a representation that can be easily manipulated and reasoned about by the high-level processes, and that can also be effectively used by the low-level processes to control execution. Unfortunately, the definition of a shared plan representation is complicated by the fact that the processes and the representations
used at the different layers are essentially different. For example, high-level reasoning processes typically manipulate symbolic representations that are based on an abstract model of reality, while low-level processes manipulate numerical data that are grounded in the physical world through the robot’s sensors and effectors. These two levels call for different types of tools, and pose different requirements on plan representation. For example, many robot execution systems are based on plans written in elaborated reactive languages (e.g., [7,14]), which are too complex to be generated by current planners.

Fuzzy logic has an extremely attractive feature in this respect: its ability to represent both the symbolic and the numeric aspects of reasoning. Fuzzy logic can be embedded in a full logical formalism, endowed with a symbolic reasoning mechanism: but it is also capable of representing and processing numerical data. Hence, fuzzy logic can be used as a tool to represent plans that can be shared between the higher and lower level. To see this, recall that fuzzy rules can be used to express complex arbitration strategies. These strategies can be seen as specifications of plans of action for the robot, in the form of situation $\rightarrow$ action rules. For example, the set of context rules listed in Figure 7 constitutes a plan to reach room 5 as follows: when in corridor-1, the robot follows it until it reaches corridor-2; then it follows corridor-2 until it gets close to door-5; and so on. The plan also incorporates an avoidance behavior to go around possible obstacles. If executed in an environment with the right topological relations, this plan will get the robot into room-5 from anywhere in corridors 1 and 2.

Plans expressed by fuzzy context rules satisfy the requirements for a shared plan representation: they have a simple and logical format which makes them suitable to be automatically generated by symbolic processes; and they can be executed by a (hierarchical) fuzzy controller via the CDB mechanism. Plans representations of this type have been proposed by Saffiotti et al. [35], who rely on a standard goal regression planner to generate navigation plans for the robot FLAKEY. Two additional examples are presented in the last part of this volume. The chapter by Surmann and Peters [40] shows the use of this type of plans on the robot MORIA. The chapter by Zhang and Knoll [48] shows the use of fuzzy rules to implement a simple reactive planner that decides the need to re-plan, and that arbitrates between goal reaching and obstacle avoidance.

\begin{tabular}{|l|l|}
\hline
IF & THEN \\
\hline
obstacle & Avoid \\
\hline
(\neg obstacle \land \text{in(Corr-1)} \land \neg \text{in(Corr-2)}) & \text{FOLLOW(Corr-1)} \\
(\neg obstacle \land \text{in(Corr-2)} \land \neg \text{near(Door-5)}) & \text{FOLLOW(Corr-2)} \\
(\neg obstacle \land \text{near(Door-5)} \land \neg \text{in(Room-5)}) & \text{Cross(Door-5)} \\
\text{in(Room-5)} & \text{Still} \\
\hline
\end{tabular}

\textbf{Fig. 7.} A set of fuzzy situation-action rules can represent a full plan. If executed in the right environment, this plan brings the robot into room-5. (Adapted from [35])
An important advantage of using a uniform formalism across different layers is the possibility to formally analyze the behavior of the resulting, multilevel system as a whole. For example, Wang [45] proposes a mathematical analysis of a three-level architecture where the bottom level is designed using standard control theory techniques, while fuzzy rules are used at the two upper levels. And Saffiotti et al. [35] prove a few composition theorems that relate CDB composition of behaviors to the achievement of composite goals, thus linking the goal decomposition performed by a planner to the behavior composition performed by a CDB-based fuzzy executor.

7 Grandeur et misère of fuzzy logic

Fuzzy logic has found a number of successful applications in the domain of autonomous robot navigation. The earliest one, and still the most common, is the use of fuzzy control to implement individual behavior units. In general, authors have noted four main advantages of using fuzzy control in this domain. First, the fuzzy rule format and the notion of linguistic variable make it easy to write simple and effective behaviors for a variety of tasks without the need to rely on a precise mathematical model. Second, the interpolation mechanism implemented by fuzzy controllers results in smooth motion of the robot, and in graceful degradation in face of errors in sensor data and of fluctuations in the system parameters. Third, thanks to their qualitative nature, fuzzy rule-based behaviors are prone to be transferred from one platform to another with few modifications. Finally, fuzzy controllers lend themselves to efficient implementations, including hardware solutions. The contributions collected in this volume illustrate all of these points.

While the possibility to write effective controllers without using explicit mathematical models constitutes a strength of the fuzzy control technology, it is also the source of its two main drawbacks. First, not having a mathematical model, we cannot use classical tools for formal design. The design of fuzzy controllers is typically done by eliciting the fuzzy rules and the membership functions from a human who knows how to control the system. Debugging and tuning then proceeds by trials and errors. The second, related drawback is that once we have the controller we cannot have any guarantee that it will produce the desired behavior other than by performing empirical tests. While some tools exist to prove, say, stability of a fuzzy controller, these tools rely on the availability of a model of the system (e.g., [18]). Whether or not the heuristic approach provided by fuzzy control is more effective than trying to build a suitable analytical model of the system depends on the specific domain and task. In the autonomous robotics domain, where a mathematical model of the environment in which the robot must operate is usually not available, fuzzy control often turns out to be an attractive option. An additional possibility is to use learning technique to elicit the
rules and membership functions of a fuzzy controller: several contributions in this volume illustrate this possibility.

The basic idea of fuzzy controller, to use linguistic rules to smoothly switch between different control regimes, naturally generalizes to the idea of using fuzzy context rules to arbitrate between different behavior. Like fuzzy control rules, context rules allow us to write complex arbitration strategies in a modular way using a logical format. The fact that the same format is used for the control rules and the arbitration rules makes it easy to write increasingly complex behaviors in a hierarchical fashion. Fuzzy command fusion can then be used to combine recommendations from concurrent behaviors. The resulting scheme, called Context Dependent Blending (CDB), gives us a powerful tool for writing complex behavior coordination strategies. This scheme subsume other coordination schemes commonly used in robotics, including behavior switching and (weighted) vector summation. However, CDB does not give us a solution to the general problem of behavior coordination. For example, we do not know how to distinguish a situation in which different commands proposed by different behaviors should be averaged, from one in which these different commands should be regarded as a sign of a conflict which ought to be resolved in some way. These problems are inherent to any form of local combination, and can be seen as instances of the general problem of relating local computation (or action) to global results (or goals). As such, these problems can only be solved by a careful integration between local and global reasoning — that is, between the higher and lower layers of a hybrid control architecture.

One of the problems that complicate the integration between different layers is that these layers rely on essentially different types of representation and reasoning tools. Typically, the higher layers perform global computations on symbolic representations, while the lower layers perform local computations on numerical representations. To this respect, fuzzy logic appears to be an extremely interesting tool to address the layer integration problem thanks to its intrinsic ability to integrate numeric (“fuzzy”) and symbolic (“logic”) aspects of reasoning. Curiously enough, this potential of fuzzy logic seems to have been scarcely noticed until now, only few works have been reported in the literature that use fuzzy logic to address the integration problem. Given the key role played by integration issues in autonomous robotics, we speculate that the hybrid symbolic-numeric nature of fuzzy logic will be pivotal to its future exploitation in this domain.

In addition to the ability of writing complex control laws, fuzzy sets and fuzzy logic offer a powerful tool for representing the type of knowledge encountered in the modeling of real world environments. Fuzzy sets include crisp sets as a special case, hence they can represent precise and complete information whenever it is available. But they are also prone to represent uncertain, vague, and imprecise information. In robotics, this expressive power has been used to design sensor interpretation systems based on qualitative,
approximate models of the sensors. Moreover, fuzzy set based representations can distinguish between situations of ignorance, of conflicting evidence, and of equiprobability — a distinctive feature of these representations with respect to the probabilistic ones.

While these features make fuzzy logic an attractive tool in terms of expressive power and flexibility, we should be warned that the foundations underlying the representations and operations of fuzzy logic are not fully understood yet. For instance, we still do not have a well defined operational semantics for a degree of membership or for a possibility value. Perhaps more annoyingly for practical applications, we have little theoretical guidance in the choice of the operators to be used for information aggregation and reasoning — in fact, most authors choose their operators on the ground of intuitive considerations or empirical testing. Many researchers in the field share the feeling that this is a natural situation for a discipline which is, after all, still in its puberty. Progress towards a stronger foundational theory of fuzzy logic and its semantics is a major current concern in this field (e.g., [5,16,33]).

8 Conclusions

Fuzzy logic has features that are particularly attractive in light of the problems posed by autonomous robot navigation. Fuzzy logic allows us to model different types of uncertainty and imprecision; to build robust controllers starting from heuristic and qualitative models; and to integrate symbolic reasoning and numeric computation in a natural framework. Fuzzy logic is not the philosopher's stone though, and its advantages come at a price. Table 1 summarizes the main pros and cons of fuzzy logic discussed in the previous section in the context of the four issues considered in this volume.

In closing, we can assert that fuzzy logic offers a powerful representational tool for representing “weak” types of information, including imprecise, vague, and unreliable information, at the level of detail which is available and without requiring a precise quantification of the uncertainty. Paraphrasing a motto from the domain of knowledge representation ([22], p. 53), we might say that

\[\begin{array}{|c|c|c|}
\hline
\text{Behavior design} & \text{Grandeur} & \text{Misère} \\
\hline
\text{Behavior coordination} & \text{Easy heuristic coding} & \text{Poor formal tools} \\
\text{Environment modeling} & \text{Logical rule format} & \text{Local minimal and cycles} \\
\text{Layer integration} & \text{Represent 'weak' knowledge} & \text{Unclear semantics} \\
\text{Both symbolic and numeric} & \text{—} \\
\hline
\end{array}\]

\textbf{Table 1. Main pros and cons of fuzzy logic.}
The expressive power of fuzzy logic determines not so much what can be said, but what can be left unsaid.

If "strong" knowledge, like an analytical model of the controlled system or a stochastic model of the sensor, is available, then stronger techniques, like classical control or probability theory, should probably be used. If only weak knowledge is available, however, then fuzzy logic may provide a more adequate tool. Interestingly for we robot builders, much of the knowledge available in the autonomous robotics domain is inherently weak.
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